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DATA TRAFFIC& HYPERSCALEDATACENTER

Data traffic
expectedto 
triple 
between2015 
and 2020!

©2015 | www.yole.fr | Name of the event

HyperscaledatacenterMicrosoft, San Antonio TX

5th biggesthyperscaledatacenter

477 000 sqft ~ 44 314 m² ~ 4 hectares

http://www.yole.fr/
http://www.yole.fr/
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WHERE ARE THE TECHNICAL CHALLENGES? 

ÅFor the next generation of data centers, 
three main technical aspects are 
targeted :

Å Storage capacity

Å Power consumption

Å Data flow

ÅOn the storage side, higher density 
capacity and higher speed are sought

ÅRelated to power consumption , more 
efficient systems and less loss sources are 
needed

ÅFor data flow , faster data transmission 
and less-consuming solutions are required

Equipment 
manufacturers 
are constantly 

pursuing 
technical 

breakthroughs 

Data center
Storage

capacity

Power 

consumption Data flow

Technical 

breakthroughs

IT equipment
Power 

equipment

Cooling 

systems

©2016 | www.yole.fr | Silicon Photonics for Data Centers and Other Applications 2016 report
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INTRA-DATA CENTER CONNECTIVITYWILL HAVE THE HIGHESTCAGR (SOURCE: INTEL)

In 2016, 40% 
of data traffic
waswithin
datacenters. In 
2020, it will be
80%

©2016 | www.yole.fr | Silicon Photonics for Data Centers and Other Applications 2016 report

2016 2018 2020

Data center 40G+ TAM

Between DC

Across DC

Accross row

In rack

$1.2B

$2.1B

$5.1B

The graph below shows that the largest market value growth for 40G+ data rate in data centers will be 

IN the data center (either across the data center, across the rows, or in the racks)

Acrossrow
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3DIC MARKETDRIVERS

3DIC drivers 
unchanged!!

òMore than Mooreó

Heterogeneous integration              

Co-integration of 

RF+logic+memory+ 

sensors in a reduced space

Density 

ĄAchieving the highest 

capacity / volume ratio

Form factor-

driven

Performance-

driven

3D IC
Optimum Market Access 

Conditions

Wide IO 

memory

CIS

DRAM

RF-SiP

Electrical performance 

Ą Interconnect speed, bandwidth and 

reduced power consumption

3D vs. òMore Mooreó   

Ą Can 3D be cheaper 

than going to the next 

lithography node?

Flash

Cost-driven

Partitioning
Sensors

CPU

GPU

Power.

Analog.

FPGA
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3D IN A DATA CENTRE
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Top -of-rack

Interconnection(spine) switch

Server cabinets

Access (leaf) 

switches

Server connections are typicallycopper
Switch-to-switch connections are 

optical fibers

Å Copper is still usedfor top-of-rackserverswitchesbecausedistanceis short.When distanceincreases,optical linksareusedsincethey do not sufferfrom
bandwidthlimitation.Most bandwidthis INSIDEDC.

Å For 1òwebsearchóĄ up to 1,000+ serverscanbeaddressed

Å One datacenter:50k - 200k servers

Between DCs (10 - 500km): 100Gb

Across DCs (100m -2km): 25-40Gb

In-rack (3m): 

100Gb

Across row (10 -

100m): 40 - 100Gb

Long-reach optics : 25Gb

25Gb

Core switches

http://www.yole.fr/
http://www.yole.fr/
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ADVANCED PACKAGING PLATFORMS

AREA OF 

INTEREST FOR 

TODAY 

PRESENTATION
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